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قدم های مولکولی در کيببينی خواص تردر این مقاله روش جدیدی برای مسئله پيش

در  در دسترس برچسب شده هایتعداد دادهگردد. احی دارو ارائه میطر سازی پيشرو دربهينه

های اخير این چالش مورد توجه قرار گرفته است و از . در سالسازی پيشرو اندک استقدم بهينه

های یادگيری انتقالی و یادگيری عميق برای حل آن استفاده شده است. بدین منظور از تکنيک

های کمکی برای آموزش یک مدل قابل اعتماد بهره گرفته به عنوان داده های مشابهدادهمجموعه

های مولکولی نقش اساسی در انتقال دانش ، استخراج ویژگی از ترکيبشده است. در این روش

قاله تاثير کند. در این می اصلی ایفا میهای مشابه )کمکی( به مجموعه دادهدادهاز مجموعه

ها، قادر به در نظر های اتمهای پيچشی گرافی که علاوه بر در نظر گرفتن ویژگیاستفاده از شبکه

گردد. برای ارزیابی روش، از دو باشد، سنجيده میهای پيوندهای مولکولی میگرفتن ویژگی

بهره گرفته شده است. نتایج بيانگر این امر است که  HIVو  BACEمجموعه داده استاندارد 

های مشابه برای انتقال به قادر به استخراج دانش موثرتری از مجموعه دادهروش پيشنهادی 

 ی هدف بوده است. دادهمجموعه

 های کلیدیواژه
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  مقدمه

ترین اهداف کشف دارو پیدا کردن داروهای کاندید یکی از مهم

ها است. نشان داده شده است که چرخه جدید برای بیماری

سال زمان نیاز دارد و  15الی  12توسعه و کشف دارو حدود 

میلیارد دلار تخمین زده شده است.  2.6هزینه آن به طور تقریبی 

بر است. بر و زمانکشف دارو بسیار هزینههای رو پروسهاز این

همچنین نرخ بالای شکست چرخه توسعه دارو بر این قضیه دامن 

های طراحی دارو مبتنی بر کامپیوتر زند. به همین دلیل روشمی

(CADDمعرفی گردیدند که از روش ) های محاسباتی برای

 Leelananda)نماید های اولیه توسعه دارو استفاده میتسریع قدم

and Lindert 2016; Oglic, et al. 2018)ترین . یکی از مهم

سازی ترکیبات پیشرو است که هدف آن ، بهینهCADDهای قدم

 و مناسب ADMEطراحی ترکیباتی است که دارای خصوصیات 

. (Waring, et al. 2015; Wenzel, et al. 2019)سمیت کم باشند 

های محاسباتی بسیار مورد استفاده قرار در این قدم روش

برند. با های آموزشی بهره میگیرند که بدین منظور از نمونهمی

در دسترس در قدم  برچسب شده هایتوجه به اینکه تعداد داده

سازی پیشرو اندک است نیاز به طراحی یک مدل مناسب بهینه

های کم بسیار ادهبینی خصوصیات ترکیبات با دبرای پیش

 Altae-Tran, et al. 2017; Simões, et)رسد ضروری به نظر می

al. 2018).  

های اخیر بسیار مورد توجه قرار های محاسباتی دارو در سالروش

ها، استخراج . در این روش(Ezzat, et al. 2018)گرفته است 

 بینیهای مهم در پیشی ورودی یکی از قدمویژگی از داده

ترکیب است. -جفت پروتئین اخواص/فعالیت ترکیب دارویی و ی

هدف از گام استخراج ویژگی تعیین دانش گویا، غیرزائد و 

های بعدی در ی خام ورودی است که گاممتمایزکننده از داده

های گام های پیشین،روشفرآیند آموزش را تسهیل کند. در 

های گردد: روشی مهم تقسیم میاستخراج ویژگی به دو دسته

ور داده و غیر محور داده. تفاوت اصلی در میان این استخراج مح

ها به دو دسته این اصل است که در رویکرد محور داده، ویژگی

شود ولی در ی ورودی استخراج میصورت خودکار از هر داده

ی ها برای هر ورودی از یک رویهمحور داده ویژگیررویکرد غی

های لاسی از الگوریتمنماید. یادگیری عمیق کثابت استفاده می

ها را به صورت یادگیری ماشین است که فضای جدیدی از ویژگی

بیند که از سیستم بینایی انسان الهام سلسله مراتبی آموزش می

های اخیر . در سال(Goodfellow, et al. 2016)گرفته شده است 

های تحقیقاتی زیادی همچون ژنومیکس یادگیری عمیق در حوزه

(Zou, et al. 2019)بندی ، ردهRNA های کدکننده(Amin, et 

al. 2019; Asgari, et al. 2019)بینی ساختار دوم پروتئین ، پیش

(Asgari, et al. 2019) طراحی داروهای نوین ،(Popova, et al. 

-Min, et al. 2017; Masoudi)، بیوانفورماتیک (2018

Sobhanzadeh, et al. 2019; Hooshmand, et al. 2020) بینایی ،

، پردازش زبان طبیعی (Voulodimos, et al. 2018)ماشین 

(Young, et al. 2018)ی ماشینی ، و ترجمه(McCann, et al. 

مورد استفاده قرار گرفته است. یادگیری عمیق البته در  (2017

ترکیب نیز مورد -فعالیت دارو و یا جفت پروتئین بینیپیش

یادگیری عمیق قادر است که یک  استفاده قرار گرفته است.

ها را به صورت خودکار آموزش نمایش سلسله مراتبی از ویژگی

ببیند که این قدرت باعث افزایش کارایی عملکرد آن در 

های عمیق شبکه 2012های متفاوت شده است. در سال حوزه

بینی برای پیش Kaggleاند که ای برنده رقابتی شدهوظیفهچند

. رامسندار و (Dahl 2012)های مولکول طراحی کرده بود ویژگی

یک چارچوب فراهم  (Ramsundar, et al. 2015)همکارانش 

ای در های چندوظیفهبینی شبکهکردند که در آن قدرت پیش

ای مورد ارزیابی قرار بگیرد. آنها یک وظیفههای تکمقابل شبکه

مجموعه داده بسیار عظیم فراهم کردند که به طور تقریبی شامل 

پروتئین هدف زیستی است. نتایج  200میلیون داده بر روی  40

ای قادر به های چندوظیفهگر آن است که شبکهبدست آمده نشان

ای وظیفههای تکگیری نسبت به روشافزایش دقت چشم

های اخیر یک معماری عمیق برای استخراج باشند. در سالمی

های ها از ساختارهای مولکولی ارائه شده است که شبکهویژگی

 .Duvenaud, et al)شود ( نامیده میGCNپیچشی گرافی )

2015; Kearnes, et al. 2016)ها یک بردار ویژگی . این شبکه

 GCNبیندند. برای هر مولکول بصورت خودکار آموزش می

عات هر اتم و زیرساختار همسایگی آنرا با یکدیگر ترکیب اطلا

های بینی ویژگیهای موثر در پیشنماید تا بتواند زیرساختمی

برای آموزش مناسب نیازمند  GCNمولکول آموزش ببیند. روش 

باشد در حالیکه همانگونه که تعداد زیادی نمونه آموزشی می

های آموزشی رو دادهسازی ترکیبات پیشاشاره شد در قدم بهینه

-Altae)کمی موجود است. به همین دلیل آلتاترن و همکارانش 

Tran, et al. 2017)  روشی معرفی کردند که در آن از چارچوب

برای آموزش یک مدل قوی جهت استخراج  one-shotیادگیری 

ها آن اند.های کم استفاده کردهای مولکول در حضور دادههویژگی

های آموزشی و آزمایشی از بیان کردند که در صورتی نمونه
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های متفاوتی باشند آنگاه انتقال دانش به درستی مجموعه داده

های استاندارد گیرد و در اکثر موارد حتی بدتر از روشانجام نمی

 بدین معنی است که روش نماید. اینموجود در حوزه عمل می

دهی دانش ها قادر به عمومیتپیشنهادی ارائه شده توسط آن

 Abbasi, et)عباسی و همکاران . میان وظایف متفاوت نبوده است

al. 2019)  های قابل اعتمادی برای چگونه مدل"سوال تحقیقی

های ترکیب دارویی با استفاده از های مولکولبینی ویژگیپیش

را مورد بررسی  "آموزش ببینیم؟ )مرجع( های کمکی مشابهداده

 کردند کهبرای پاسخ به این سوال فرض  هاآن .قرار دادند

های متفاوتی ادههای پروتئینی مشابهی میان مجموعه دقطعه

ای برای از یک شبکه چند وظیفهبدین منظور  وجود دارد.

ی مرجع یادگیری بردارهای ویژگی ترکیبات دارویی مجموعه داده

این شبکه  .کردنداستفاده های مشابه کمکی( )مجموعه داده

های ها و از لایهگرافی برای استخراج ویژگی پیچشیهای ازلایه

ی درنظر گرفتن اطلاعات برچسب استفاده تماما متصل برا

های پیچشی گرافی ای شامل لایهدر قدم بعد نیز شبکهنماید. می

دار های برچسبهای دادهو تماما متصل برای استخراج ویژگی

شود. در قدم سوم، بردارهای ویژگی مرجع و هدف استفاده می

ها ه آنای کگردد به گونههدف به فضای جدیدی نگاشت می

ای یکسانی باشند و قدرت تمایزپذیری دارای توزیع حاشیه

دار هدف نیز حفظ گردد. در نهایت های مرجع و برچسبداده

های هدف برای یادگیری بهتر فضای ویژگی برای داده

تابع هزینه جدیدی به نام تابع هزینه معنایی نیز  ،دارغیربرچسب

با توجه به  آموزش ببیند. معرفی گردید تا بتواند شبکه بهتری

توانسته  (Abbasi, et al. 2019)عباسی و همکاران اینکه روش 

های موجود در حوزه موفق عمل است در مقایسه با دیگر روش

نماید، این روش به عنوان معماری پایه در این مقاله انتخاب شده 

 است.

گیرد این سوال تحقیقی که در این مقاله مورد بررسی قرار می

است که اطلاعات پیوندها در ساختار مولکولی ترکیب دارویی 

ها در مسئله انتقال دانش میان مجموعه دادهتواند در چگونه می

عباسی و همکاران بینی خواص مولکولی تاثیرگذار باشد. پیش

(Abbasi, et al. 2019) های برای استخراج ویژگی از شبکه

ها تنها از بردار اند. اما، این شبکهکانولوشن گرافی بهره گرفته

ها برای یادگیری بردار ها و اطلاعات همسایگی آنویژگی اتم

ها اند و بسیاری از اطلاعات مربوط به یالویژگی استفاده نموده

های شود. در سالمی)پیوندهای مولکولی( نادیده در نظر گرفته 

اند اطلاعات هایی مطرح گردیده است که سعی داشتهاخیر، روش

های گراف را نیز در یادگیری اتوماتیک سلسله مراتبی یال

 Velickovic, et al. 2018; Gong and)ها دخالت دهند ویژگی

Cheng 2019) . در روش(Gong and Cheng 2019) برای هر ،

گردد و سپس این اطلاعات در یال یک بردار ویژگی استخراج می

های ویژگی برای ساختار گرافی ورودی تاثیر داده یادگیری بردار

شود. در این مقاله، برای استخراج بردار ویژگی برای هر می

ترکیب، از این روش بهره گرفته خواهد شد. برای ارزیابی روش 

 HIVو  BACEهای دادهبر روی مجموعه پیشنهادی، این روش

های موفق اعمال گردیده است و نتایج به دست آمده با روش

پیشین مورد مقایسه قرار گرفته است که بیانگر این است که 

های دارویی اطلاعات پیوندها در ساختارهای مولکولی ترکیب

 شد. تواند در یادگیری دانش قابل انتقال بسیار تاثیرگذار بامی

ین ر اددر ادامه، در ابتدا مروری بر مهمترین کارهای ارائه شده 

شود. سپس فرموله بندی مسئله معرفی گردیده و حوزه انجام می

گردد. سپس آزمایشات جزئیات روش پیشنهادی مطرح می

گردد و ها تحلیل و بررسی میطراحی شده ارائه گشته و نتایج آن

 شود. ان میگیری بیدر انتها نتیجه

 مروری بر کارهای پیشین

بینی خواص ی پیشهای پیشین در حوزهدر این بخش، روش

مورد  (CPIترکیب )-بینی تعامل پروتئینپیشترکیبات دارویی و 

 ,Bagherian)گیرد. باقریان و همکارانش بررسی و تحلیل قرار می

et al. 2020) بینی تعامل پیشهای محاسباتی موجورد برای روش

گردند که در ادامه هر به شش دسته تقسیم میترکیب -پروتئین

گیرد. کدام از این دسته ها به صورت خلاصه مورد بررسی قرار می

های مبتنی بر شباهت: در این روش اطلاعات شباهت ( روش1

بینی دخالت داده در پیشمیان داروها و شباهت میان پروتئین 

معیار شود. بدین منظور معیارهای مشابهت برای محاسبه می

شباهت بسیار مورد اهمیت واقع خواهد شد. یکی از مهمترین 

های با های موجود در این دسته، تعداد دادههای الگوریتمچالش

باشد. دارو می-پروتئینهای مقدار تعامل شناخته شده برای جفت

ها، بردارهای مبتنی بر ویژکی: در این دسته از روش های( روش2

های استخراج ویژگی برای دارو و پروتئین با استفاده از الگوریتم

های به دست آمده و سپس به الگوریتم غیر محور دادهویژگی 

بندی )و یا رگرسیون( همانند ماشین بردار پشتیبان، رده

Random Forest تنی بر کرنل فرستاده های مببندیو یا رده

ها برای هر ورودی از محور داده ویژگیردر رویکرد غیشوند. می

های مبتنی بر تجزیه ( روش3 نماید.ی ثابت استفاده مییک رویه
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یادگیری عمیق های مبتنی بر یادگیری عمیق: ( روش4ماتریس 

های یادگیری ماشین است که فضای جدیدی کلاسی از الگوریتم

بیند که از ها را به صورت سلسله مراتبی آموزش مییژگیاز و

 Goodfellow, et)سیستم بینایی انسان الهام گرفته شده است 

al. 2016).  محور )شناخته شده به عنوان رویکرد رویکرد این در

ی ورودی استخراج ها به صورت خودکار از هر داده، ویژگی(داده

های اخیر یادگیری در سالهای ترکیبی. ( روش5و  .شودمی

 Zou, et)های تحقیقاتی زیادی همچون ژنومیکس عمیق در حوزه

al. 2019)بندی ، ردهRNA های کدکننده(Amin, et al. 2019; 

Asgari, et al. 2019)بینی ساختار دوم پروتئین ، پیش(Asgari, 

et al. 2019) طراحی داروهای نوین ،(Popova, et al. 2018) ،

 Min, et al. 2017; Masoudi-Sobhanzadeh, et)بیوانفورماتیک 

al. 2019; Hooshmand, et al. 2020) بینایی ماشین ،

(Voulodimos, et al. 2018) پردازش زبان طبیعی ،(Young, et 

al. 2018)ی ماشینی ، و ترجمه(McCann, et al. 2017)  مورد

بینی استفاده قرار گرفته است. یادگیری عمیق البته در پیش

ترکیب نیز مورد استفاده قرار -فعالیت دارو و یا جفت پروتئین

ها مورد مطالعه و بررسی گرفته است که در این بخش این روش

 . گیرندقرار می

های موجود روش (Pahikkala, et al. 2014)پاهیکالا و همکارانش 

ترکیب را مورد بررسی قرار -بینی فعالیت جفت پروتئیندر پیش

بینی نتایج بسیار تاثیرگذار داده و چهار فاکتور مهم که در پیش

این فاکتورها شامل موارد زیر است:  اند.اند را استخراج کردهبوده

فه تواند به عنوان یک وظیبینی میبندی مساله: پیش( فرموله1

بندی در نظر گرفته شود که برچسب فعال و یا غیرفعال را به رده

دهد و یا به ترکیب اختصاص می-هر ترکیب و یا جفت پروتئین

شود که مقدار عنوان یک مساله رگرسیون در نظر گرفته می

بینی نماید. در بسیاری از موارد، مساله به عددی فعالیت را پیش

ه و یک مقدار عددی پیوسته را صورت رگرسیون در نظر گرفت

 گذارینماید و سپس این عدد با استفاده از آستانهبینی میپیش

( ارزیابی مجموعه 2گردد. بندی تبدیل میهای ردهبه برچسب

ها: کدام مجموعه داده برای ارزیابی سیستم مورد استفاده داده

یی و یا تنوع های داروقرار گرفته است. به طور مثال، تنوع ترکیب

های پروتئینی موجود در مجموعه داده بسیار حائز اهمیت دنباله

ی ارزیابی از چه تنظیماتی ی ارزیابی: در مرحله( رویه3است. 

ی معیار کارایی استفاده شده است. به طور مثال، از برای محاسبه

تودرتو برای اعتبارسنجی اعتبارسنجی متقاطع ساده و یا 

( تنظیمات آزمایشات: 4رایی بهره گرفته شده است. ی کامحاسبه

های آموزشی و آزمایشی مورد بررسی ای دادهتفاوت توزیع حاشیه

گیرد که این حالت خود دارای چهار تنظیم متفاوت است: قرار می

های : در این حالت پروتئین و ترکیبwarmالف( تنظیمات 

آموزشی نیز  مشاهده شده در مجموعه آزمایشی، در مجموعه

:در این حالت، coldاند. ب( تنظیمات پروتئین حتما مشاهده شده

ممکن است در مجموعه آزمایشی دنباله پروتئینی مشاهده گردد 

که در مجموعه آموزشی مشاهده نشده است. ج( تنظیمات ترکیب 

cold در این حالت، ممکن است در مجموعه آزمایشی دنباله :

هده گردد که در مجموعه آموزشی ترکیب کاندید دارویی مشا

مشاهده نشده است. د( در این حالت، ممکن است در مجموعه 

آزمایشی هر دو دنباله پروتئینی و ترکیبی مشاهده گردد که در 

مجموعه آموزشی مشاهده نشده است که این مورد از 

 Abbasi, et)عباسی و همکاران  ها است.برانگیزترین حالتچالش

al. 2019)  علاوه بر موارد ذکر شده، موارد ضروری دیگری نیز

های مبتنی بر یادگیری ماشین که در طراحی مدل نمودندمعرفی 

)بالاخص یادگیری عمیق( موثر است. موارد مذکور عبارت است 

( شبکه استخراج ویژگی برای 2( فضای ویژگی ورودی شبکه 1از: 

گر ویژگی صیف( ترکیب تو3 و دنباله ترکیب و دنباله پروتئین

 . دنباله ترکیب و پروتئین

ی پروتئینی را به دنباله (Tsubaki, et al. 2018)سوباکی و همکاران 

ها برای آموزش ویژگی CNNی عنوان ورودی گرفته و به شبکه

های از شبکه (Öztürk, et al. 2018)زترک و همکاران فرستد. اومی

CNN ی پروتئینی و برای آموزش بردار ویژگی برای هر دو دنباله

های اند. بایستی توجه گردد که شبکهی ترکیب استفاده نمودهدنباله

CNN های لترقدرت تفسیرپذیری بالایی دارند زیرا با رسم فی

اطلاعات زیادی  های ویژگی حاصل از هر لایهآموزش دیده و نقشه

برای  به عنوان روشی های پیچشی گرافیشبکه گردد.استخراج می

 ها معرفی گردیده استیادگیری یک اثرانگشت برای مولکول

(Duvenaud, et al. 2015; Kearnes, et al. 2016) در .GCN ،

شود ساختار گرافی مولکول به عنوان ورودی به شبکه فرستاده می

ار گرافی هر اتم با استفاده از یک راس و هر اتصال که در این ساخت

ی شبکه ترین لایهشود. مهمبا استفاده از یک یال نمایش داده می

GCNی پیچشی گرافی است که نخستین بار در ، لایه(Bruna, et 

al. 2013) ی معرفی گردیده است. به طور متداول، شبکهGCN 

والی پیچشی گرافی است که زیرساختارهای ی متشامل چندین لایه

محلی موثر در مولکول را به صورت سلسله مراتبی استخراج 

نماید. در لایه پیچشی گرافی در ابتدا بردار ویژگی هر راس )اتم( می

گردد و سپس با استفاده از بردارهای به فضای جدیدی نگاشت می
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روزرسانی به های همسایه، بردار ویژگی نهایی راسویژگی راس

از شبکه  (Tsubaki, et al. 2018)گردد. سوباکی و همکارانش می

GCN بینی فعالیت دارویی در پیش برای استخراج ویژگی ترکیب

ان و همکارانش . آلتاترندااستفاده کرده ترکیب-جفت پروتئین

(Altae-Tran, et al. 2017)  یک چارچوب جدیدی برای کشف دارو

های در حضور تعداد داده one-shotبا استفاده از تکنیک یادگیری 

با تکنیک  GCNهای ها از شبکهاند. بدین منظور آنکم ارائه داده

های معنادار بهره برای استخراج ویژگی LSTMبهبود تکراری 

 GCNنیز از شبکه  (Gao, et al. 2018)اند. گااو و همکارانش گرفته

اند. وو و همکارانش برای استخراج ویژگی ترکیب دارویی بهره گرفته

(Wu, et al. 2018)  مدلی به نامMoleculeNet اند که در ارائه داده

های های استخراج ویژگی مولکولی متفاوت و الگوریتمآن الگوریتم

های در یادگیری ماشین بر روی مجموعه وسیعی از مجموعه داده

ها با یکدیگر مقایسه گشته اند و نتایج آندسترس اعمال گردیده

های مبتنی بر گراف )همانند وشها نتیجه گرفتند که راست. آن

های دیگر بهتر عمل نموده و قادر ( در مقایسه با روشGCNشبکه 

در  GCNی های معنادارتری هستند. البته شبکهبه استخراج ویژگی

دارد. زپوپه و  کمتریتفسیرپذیری  CNNی مقایسه با شبکه

ای اصلاح را به گونه GCNشبکه  (Pope, et al. 2019)همکارانش 

های عملکردی موثر قدرت تفسیرپذیری کردند که با استخراج گروه

( یک RNNهای عصبی بازگشتی )بالاتری داشته باشند. شبکه

ی زمانی را به عنوان های عصبی است که یک دنبالهکلاسی از شبکه

عات ی آموزش، این شبکه اطلاگیرد. در طی مرحلهورودی می

سپارد تا بتواند در های زمانی به خاطر میدنباله را در گام

، (Chakravarti and Alla 2019)گیری استفاده نماید. در تصمیم

بر روی ترکیب اعمال  MLNCTابتدا الگوریتم استخراج ویژگی 

شود. فوشه و فرستاده می LSTMبکه دو جهته گشته و سپس به ش

مولکول را به  SMILESنمایش  (Fooshee, et al. 2018)همکارانش 

فرستند تا جریان الکترونی را می LSTMی عنوان ورودی به شبکه

در ابتدا با  (Wen, et al. 2017)بینی کنند. ون و همکارانش پیش

های به ترتیب دنباله PSCگر و توصیف ECFPگر استفاده از توصیف

گرها با ترکیب و پروتئین را توصیف کرده و سپس این توصیف

گردند. یکدیگر الحاق شده و به شبکه باور عمیق فرستاده می

های عصبی هستند که های باور عمیق یک کلاسی از شبکهشبکه

به وجود  (RBM)ن ماشین بولتزمن محدود شده توسط انباشته کرد

های گرهایی برای ترکیب توصیفاستراتژی همچنیناند. آمده

. به صورت متداول، این ارائه شده استپروتئین و ترکیب 

ها به آسانی به یکدیگر الحاق شده تا بتوانند بردار گرتوصیف

، از (Pham and Le 2019)گر نهایی را تشکیل دهند. در توصیف

عملگر الحاق برای ترکیب بردارهای ویژگی پروتئین و ترکیب 

به  های اخیر، از مکانیسم توجهاستفاده شده است. اگرچه، در سال

گرهای ترکیب و دنباله پروتئینی عنوان روشی برای ترکیب توصیف

استفاده گردیده است. مکانیسم توجه برای نخستین بار در 

(Bahdanau, et al. 2015)  همکاران معرفی گشته است. سوباکی و

(Tsubaki, et al. 2018) ی قدرت از مکانیسم توجه برای محاسبه

اتصال یک ترکیب دارو با زیرساختارهای پروتئینی استفاده کرده 

پروتئینی با  های زیرساختارهایدار ویژگیاست. سپس مجموع وزن

ضرایب توجه محاسبه شده و سپس این بردار به بردار ویژگی 

دهد. در گر نهایی را تشکیل میترکیب الحاق شده و بردار توصیف

شود. بینی فرستاده میهای پیشنهایت بردار ویژگی حاصل به لایه

از الگوریتم استخراج  (Hassan, et al. 2018)حسن و همکاران 

-گر جفت پروتئینی توصیفبرای محاسبه BINANAویژگی 

های گر به لایهاند و سپس این توصیفترکیب استفاده کرده

گر شود. بایستی دقت گردد که توصیفبینی فرستاده میپیش

BINANA ترکیب را به صورت همزمان توصیف -جفت پروتئین

 نماید.می

یادگیری  روشی برای (Abbasi, et al. 2020)در عباسی و همکاران  

ترکیب غیر -بینی تعامل جفت پروتئینیک مدل قوی برای پیش

برای آموزش مدل  هابدین منظور آن. ارائه دادنددار هدف برچسب

در قدم اول،  ند.های مرجع مشابه بهره گرفتتر از مجموعه دادهقوی

ی مرجع آموزش یک شبکه استخراج ویژگی برای مجموعه داده

یند. با توجه به اینکه در این حالت، شبکه دارای دو ورودی بمی

دنباله پروتئین و دنباله ترکیب است، شبکه استخراج ویژگی دارای 

دو زیرشبکه موازی با یکدیگر خواهد بود که در روش پیشنهادی 

اطلاعات هر دو دنباله با استفاده از تکنیک مکانیسم توجه دو طرفه 

. سپس در قدم دوم، شبکه استخراج گرددپیشنهادی ترکیب می

ی هدف با استفاده از تکنیک تطبیق ویژگی برای مجموعه داده

بیند. بدین منظور از روش تطبیق دامنه رقابتی دامنه آموزش می

استفاده شده است. برای جلوگیری از انتقال دانش منفی، تکنیک 

-ای اصلاح شده است که جفت پروتئینتطبیق دامنه به گونه

ی مرجع که شباهت بیشتری به داده هایی از مجموعه دادهترکیب

بینی داشته باشند. در قدم سوم، هدف دارند تاثیر بیشتری در پیش

دار به شبکه استخراج های هدف غیربرچسبترکیب-جفت پروتئین

گردند و خروجی بردار ویژگی به شبکه ویژگی هدف فرستاده می

شود تا برچسب نمونه هدف ع فرستاده میهای مرجبینی دادهپیش

بینی گردد. چون در گام دوم، از تکنیک تطبیق دامنه استفاده پیش
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های هدف و مرجع شده است در نتیجه توزیع بردارهای ویژگی داده

بینی توان به راحتی از شبکه پیشبه یکدیگر نزدیک است و می

 های مرجع استفاده کرد.داده

 

  هاروش و مواد

 روش پیشنهادی 

در این بخش، روش پیشنهادی با جزئیات مورد بررسی قرار 

گردد و بندی مسئله ذکر میگیرد. بدین منظور در ابتدا فرمولهمی

 گیرد. سپس معماری کلی روش پیشنهادی مورد بررسی قرار می

 بندی مسالهفرموله

گردد. فرض کنید در این بخش در ابتدا صورت دقیق مساله بیان می

چندین وظیفه مرجع و یک وظیفه هدف در اختیار دارید. مجموعه 

امین kهای موجود در وظیفه است. داده داده مرجع شامل 

نمایش داده  وظیفه مرجع با استفاده از 

امین وظیفه مرجع kامین نمونه از iنگر بیا شود که می

ای است. داده بیانگر برچسب متناظر است و 

یک ترکیب دارویی است که در آزمون تجربی مورد بررسی  

نتیجه آزمایش متناظر  قرار گرفته و برچسب متناظر آن 

شامل دو مجموعه مستقل است. همچنین مجموعه داده هدف 

دار و مجموعه داده هدف است: مجموعه داده هدف برچسب

و  دار که به ترتیب با استفاده از غیربرچسب

به  و  شود. پارامترهای نمایش داده می 

دف دار هدار و غیربرچسبهای برچسبترتیب نشانگر تعداد داده

دار دار و غیربرچسبامین نمونه هدف برچسبiد. همچنین، نباشمی

نمایش داده  و  به ترتیب با استفاده از 

دار های هدف برچسبشود. بایستی دقت گردد که تعداد نمونهمی

نشان  1شکل شمای کلی روش در  . )بسیار کم است )

ای برای یادگیری وش از یک شبکه چند وظیفهداده شده است. ر

ی مرجع استفاده بردارهای ویژگی ترکیبات دارویی مجموعه داده

. در این قدم، تابع هزینه نظارتی برای الف(-1)شکل  نمایدمی

های گیرد. این شبکه ازلایهآموزش شبکه مورد استفاده قرار می

پیوندهای مولکولی که قادر است اطلاعات مربوط به گرافی  پیچشی

های تماما متصل ها و از لایهبرای استخراج ویژگیرا دخیل نماید 

 شود.برای درنظر گرفتن اطلاعات برچسب استفاده می

های پیچشی گرافی و تماما ای شامل لایهدر قدم بعد نیز شبکه

دار هدف های برچسبهای دادهمتصل برای استخراج ویژگی

بردارهای ویژگی مرجع و هدف به فضای جدیدی  شود.استفاده می

ای ها دارای توزیع حاشیهای که آنگردد به گونهنگاشت می

دار های مرجع و برچسبیکسانی باشند و قدرت تمایزپذیری داده

هدف نیز حفظ گردد. در نهایت برای یادگیری بهتر فضای ویژگی 

معنایی مورد  دار تابع هزینههای هدف غیربرچسببرای داده

 .گیرد تا بتواند شبکه بهتری آموزش ببینداستفاده قرار می

های گراف در ادامه شبکه پیچشی گرافی که قادر است اطلاعات یال

ل گرهای نود و اطلاعات همسایگی دخیورودی را علاوه بر توصیف

پیچشی  شود. این شبکه به اختصار شبکهنماید توضیح داده می

نامیده  (Gong and Cheng 2019)  (EGCN) شده دارگرافی وزن

 شود. می

 دار شدهبکه پیچش گرافی وزنش

اتم در اختیار داریم.  Nفرض کنید که یک مولکول ترکیب با 

های موجود در گر اتمبیانگر توصیف به ابعاد  Xماتریس 

ام از jبیانگر مقدار ویژگی  باشد. بدین منظور گراف مولکول می

امین iبعدی برای  Fبردار ویژگی بیانگر  ام است و iاتم 

بیانگر بردار  به ابعاد  Eاتم است. همچنین، ماتریس 

جه ا توبویژگی متناظر با هر یال )پیوند در ساختار مولکولی( است. 

ها هیچ پیوندی اینکه ممکن است که میان بسیاری از جفت اتم

ر نظ ار صفر دروجود نداشته باشد، بردار ویژگی متناظر با آن برد

که در  EGCNها توصیفگر شود. یکی از مهمترین ویژگیگرفته می

رای باین مقاله مورد استفاده قرار گرفته است این مطلب است که 

در  هر یال، یک بردار ویژگی در نظر گرفته شده است. در حالیکه

گر های پیشین، از یک ویژگی دودویی به عنوان توصیفاکثر روش

ع د، نوهای همانند رتبه پیونده بود. در این مقاله از ویژگیاستفاه ش

های اولیه جفت اتم، حضور اتم در حلقه، نوع حلقه به عنوان ویژگی

برای تشکیل ها )پیوندهای مولکولی( استفاده شده است. یال

 RDKitی برای هر ترکیب دارویی، بسته هااتم ماتریس ویژگی

(Landrum 2006) های اتم مورد استفاده قرار برای استخراج ویژگی

های استخراج شده شامل نوع اتم، درجه آزادی، گیرد. ویژگیمی

implicit valences ،formal charges ،hybridization of spins ،

های رادیکال و تعداد پیوندهای همسایه در گراف تعداد الکترون

 . دباشمی

ی رو به جلوی چند لایه است. بدین یک شبکه EGCNی شبکه

ها استفاده خواهد ی لایهبرای اشاره به شماره lمنظور از بالانویس 

های ، برای اجتناب از مقیاس ویژگیEGCNشد. در الگوریتم 
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گردند. بدین منظور از ها نرمال میمتفاوت لبه، در ابتدا این ویژگی

 تفاده خواهد شد:روش زیر اس

(1)  
 

(2)  

 

بیانگر ماتریس ویژگی پیوندهای ترکیب  (، نماد 1ی )در رابطه

گردد ( تضمین می2( و )1باشد. پس از اعمال روابط )مولکولی می

های که هر درایه ماتریس نرمالیزه شد مثبت بوده و جمع درایه

 باشد. ک میبردارهای ویژگی در طی سطر و یا ستون ی

به عنوان ورودی  Eو  های ی پیچشی گرافی، ماتریسدر لایه

ها شود. ماتریس ویژگی مربوط به اتمام شبکه فرستاده میlبه لایه 

 گردد:به صورت زیر به روزرسانی می

(3)   

لگر بیانگر عم ||سازی غیرخطی است، نماد بیانگر تابع فعال که 

باشد که می به ابعاد  الحاق است. ماتریس وزن 

آید. باشد و در طی مرحله آموزش به دست میام میl مجهول لایه

است که برای هر  بیانگر یک ماتریس  ماتریس 

ستی دقت دهد. بایامین ویژگی را در اختیار قرار میpهمسایگی 

هایی که در همسایگی هم ( اطلاعات اتم3ی )گردد که در رابطه

ها مورد استفاده قرار دارند برای به روزرسانی بردارهای ویژگی اتم

(، 3ی )، علاوه بر رابطه(Gong and Cheng 2019)گیرد. در قرار می

اند که در این ی دیگری نیز برای به روز رسانی ارائه دادهرابطه

گردد. می حالت ماتریس ویژگی پیوندها نیز در هر لایه به روزرسانی

 (attention mechanism)بدین منظور آنها از مکانیسم توجه 

 اند. استفاده نموده

 

که قادر به دخالت اطلاعات پيوندهای مولکولی است برای استخراج ویژگی استفاده  EGCNر این روش از شبکه د -شمای کلی روش پيشنهادی-1شکل 

  شده است.
Figure 1- The overall schematic of the proposed approach. the network EGCN is utilized to incorporate the molecular bond 

knowledge into the feature extraction step. 

 

 

 

  و بحث نتایج

 

در این بخش، آزمایشاتی که برای ارزیابی روش پیشنهادی طراحی 

گردیده است، بیان گردیده و نتایج آن مورد بررسی و تحلیل قرار 

دو مجموعه داده استاندارد گیرد. برای ارزیابی روش پیشنهادی، می

BACE  وHIV  .ی مجموعه دادهانتخاب گردیده استHIV  شامل

مهار  یرا برا ییدارو بیترک 41127که قدرت  باشدیآزمون م کی

مجموعه توسط سازمان برنامه  نی. اکندیم شیآزما HIV ریتکث

های دارویی برچسب ترکیبشده و  هی( تهDTP) ییدارو یدرمان

 میفعال و نسبتاً فعال تقس رفعال،یبه سه دسته غ موجود در آن

 بیترک 1522آزمون با  کیشامل  BACEی مجموعه دادهد. شویم

 . باشدیم β-secretase-1 (BACE-1)ژنمهار  یبرا ییدارو

های مورد بحث در این ترین چالشبا توجه به اینکه، یکی از مهم

ه در دسترس های آموزشی برچسب خورد، تعداد کم دادهمقاله

دار در نظر های برچسباست، دو دسته تنظیمات بر روی تعداد داده

 10مورد ترکیب مثبت و  10 شامل دسته اول:( 1 گرفته شده است:
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 1مورد ترکیب مثبت و  1 شامل دسته دوم:( 2، مورد ترکیب منفی

 باشد.می مورد ترکیب منفی

هدف به عنوان ی های موجود در مجموعه دادههمچنین بقیه داده

شود. این روال ده بار برای هر داده بدون برچسب در نظر گرفته می

شود و در نهایت میانگین و انحراف مجموعه داده هدف تکرار می

 .برای هر وظیفه گزارش شده است ROC-AUCمعیار 

های مرجع و هدف شامل معماری سیستم کدگذار ویژگی در داده

، لایه ادغام، لایه 32ای پنهان لایه پیچشی گرافی با ابعاد فض

باشد. و لایه ادغام می 32پیچشی گرافی با ابعاد فضای پنهان 

بند شامل لایه تجمیع گرافی، لایه ی ردههای شبکههمچنین لایه

و لایه تماما متصل با تابع  reluسازی تماما متصل با تابع فعال

ذار اشتراک گذاری سیستم کدگ باشد. می softmaxسازی فعال

ویژگی میان مجموعه داده های هدف برچسب دار و غیربرچسب دار 

های کدگذار به صورت سخت انجام شده است. به عبارت دیگر لایه

ویژگی به صورت مشترک در  داده های هدف برچسب دار و 

 گیرد.غیربرچسب دار مورد استفاده قرار می

صات در این مقاله، روش پیشنهادی بر روی کامپیوتری با مشخ

Intel(R) Core(TM) i7-7700HQ CPU ،NVIDIA 

GeForce GTX 1070 8Gb GDDR5  32و GB DDR4 

RAM سازی روش پیشنهادی از پایتون اجرا شده است. برای پیاده

های تنسورفلو و کراس بهره گرفته شده است به طور و کتابخانه 3.6

-یمیانگین هر تکرار در روش پیشنهادی حدود چهار صدم ثانیه م

 باشد.

ای از آزمایشات برای بررسی انتقال دانش در این بخش، مجموعه

صورت  BACEو  HIVهای بیوفیزیک شامل دادهمیان مجموعه

 دو مجموعه آزمایش صورت پذیرفته حالتپذیرفته است. در این 

ی دهبه عنوان مجموعه دا HIVی است: در بخش اول مجموعه داده

ی به عنوان مجموعه داده BACEست و مرجع در نظر گرفته شده ا

 هدف در نظر گرفته شده است، در بخش دوم نیز بالعکس در نظر

یات گرفته شده است. در ادامه هر کدام از این آزمایشات با جزئ

 .گیرندمورد بررسی و تحلیل قرار می

. BACEی به مجموعه داده HIVی انتقال دانش از مجموعه داده

نمایش داده شده  1جدول ه در این حالت در نتایج به دست آمد

های است. روش پیشنهادی توانسته است در مقایسه با دیگر روش

، (Abbasi, et al. 2019)پایه بهتر عمل نماید. در مقایسه با روش 

های در دو حالت متفاوت از تعداد نمونه ROC-AUCدر معیار 

 بهبود داشته است. %1و  %2آموزشی در دسترس به ترتیب 

های موفق موجود در ش پیشنهادی با دیگر روشرو، 2جدول در 

 LogReg ،KernelSVM ،XGBoost ،RF ،Influenceحوزه شامل 

Relevance Voting (IRV) ،Multitask ،Bypass ،GC  وWave 

های مورد مقایسه قرار گرفته است. بایستی دقت گردد که در روش

جزا شامل: ی مهای موجود در هر آزمون به سه دستهمذکور، داده

و  10، 80های آموزش، اعتبارسنجی و آزمایشی به ترتیب با نسبت

های مذکور در دو گردد. روش پیشنهادی با روشتقسیم می 10

( برای داشتن 1حالت متفاوت مورد مقایسه قرار گرفته است: 

ای عادلانه، مدل بر روی مجموعه آموزشی یکسانی با مقایسه

ده و بر روی مجموعه آزمایشی یکسانی های مذکور آموزش دیروش

های کم مات دادهی( روش پیشنهادی با تنظ2ارزیابی شده است. 

 )تنظیمات اصلی روش پیشنهادی( مورد ارزیابی قرار گرفته است. 

 .2Error! Reference source not foundجدول همانگونه که در 

ارایی قابل کنشان داده شده است روش پیشنهادی در حالت اول 

 های قابل مقایسه دریافت کرده است.نسبت به دیگر روشقبولی 

 (Abbasi, et al. 2019)همچنین روش پیشنهادی در مقایسه با 

در حالت دوم )تعداد ای را بدست آورده است. نتایج قابل مقایسه

بهتر عمل  Weaveهای آموزشی کم(، روش پیشنهادی از روش داده

 Logregو  GC ،IRVهای ای با روشنموه است و نتایج قابل مقایسه

، Weave ،GCهای دریافت کرده است. بایستی دقت شود که روش

IRV  وLogreg  داده  143داده آموزش دیده و بر روی  1142با

نمونه  20حالت بر روی  این روش پیشنهادی دراند. آزمایش گردیده

نتایج  ده است.نمونه آزمایش گردی 1407آموزش دیده و بر روی 

استفاده از شبکه پیچشی گرافی بیانگر این امر است که  2جدول 

بیشتری نسبت به شبکه  قادر به انتقال دانشدار شده یالی وزن

  پیچشی گرافی استاندارد است. 

ی به مجموعه داده BACEی یادگیری انتقالی از مجموعه داده

HIV آورده شده  3جدول . نتایج به دست آمده در این بخش در

، (Abbasi, et al. 2019)است. روش پیشنهادی در مقایسه با روش 

 %1و  %3ب در دو تنظیم یاد شده به ترتی ROC-AUCمعیار  در

 بهبود داشته است. 
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- ییهاده است. نمادشبه عنوان مجموعه داده مرجع استفاده  HIVمجموعه داده  شیآزما نی. در اBACEمجموعه داده  یبر رو هیپا یهابا روش یشنهادیروش پ سهیمقا -1جدول 

نمونه  کیمثبت و  یمونه آموزشن کی انگریب 1+/1-منوال نیدار بوده است. به همدر مجموعه داده هدف برچسب یمنف ینمونه آموزش 10مثبت و  ینمونه آموزش 10 انگریب10+/10

 .دار بوده استدر مجموعه داده هدف برچسب یمنف یآموزش

Table 1- Comparison of our approach and other approaches on BACE dataset. In this experiment, the ROC-AUC score is 

reported. 10+/10- indicates that there are ten positive and ten negative samples in the labeled target data. 1+/1- indicates that 

there are one positive and one negative sample in the labeled target data.   

 1+/1- 10+/10- روش

RF (100 trees) 0.65±0.06 0.52±0.03 

SVM 0.46±0.07 0.39±0.03 

GraphConv (GC) 0.55±0.03 0.47±0.06 

Multitask(Source+labeled target data) 0.62±0.03 0.54±0.02 

Abbasi, et al 2019 0.69±0.03 0.59±0.03 

 0.04±0.60 0.02±0.71 روش پیشنهادی

 

 10های آموزش دیده و بر روی درصد داده 80های مورد مقایسه بر روی . در این آزمایش روشBACEمقایسه روش پیشنهادی با نه روش موفق موجود بر روی مجموعه داده  -2جدول  

 بار تکرار شده و میانگین و انحراف معیار گزارش شده است. 10درصد آزمایش گردیدند. این آزمایش 

Table 2- Comparison of our approach with nine states-of-the-art models on BACE dataset. The comparable models are trained 

with 80% of compounds per each task and are tested on 10% of compounds. 

 ROC-AUC های آزمایش به ازای هر وظيفهتعداد ترکيب های آموزشی به ازای هر وظيفهتعداد ترکيب هاروش

Logreg 

1211 151 

0.78±0.01 

KernelSVM 0.86±0.00 

XGBoost 0.85±0.00 

RF 0.87±0.01 

IRV 0.84±0.00 

Multitask 0.82±0.01 

Bypass 0.83±0.01 

GC 0.78±0.01 

Weave 0.81±0.00 

(Abbasi, et al. 2019) 0.91±0.01 

 0.02±0.91 روش پيشنهادی

(Abbasi, et al. 2019) (-10/+10)20 1493 0.69±0.03 

(Abbasi, et al. 2019) (-1/+1)2 1511 0.59±0.03 

20(10+/10-) نهادیروش پيش  1493 0.71±0.02 

2(1+/1-) روش پيشنهادی  1511 0.60±0.04 

 

- ییه است. نمادهابه عنوان مجموعه داده مرجع استفاده شد HIVمجموعه داده  شیآزما نی. در اHIVمجموعه داده  یبر رو هیپا یهابا روش یشنهادیروش پ سهیمقا -3جدول 

 ینمونه آموزش کیمثبت و  ینه آموزشنمو کی انگریب 1+/1-منوال نیدار بوده است. به همدر مجموعه داده هدف برچسب یمنف ینمونه آموزش 10و  مثبت ینمونه آموزش 10 انگریب10+/10

 .دار بوده استدر مجموعه داده هدف برچسب یمنف

Table 3- Comparison of our approach and other approaches on HIV dataset. In this experiment, the ROC-AUC score is 

reported. 10+/10- indicates that there are ten positive and ten negative samples in the labeled target data. 1+/1- indicates that 

there are one positive and one negative sample in the labeled target data.   

 1+/1- 10+/10- روش

RF (100 trees) 0.52±0.06 0.56±0.07 

SVM 0.43±0.09 0.41±0.05 

GraphConv (GC) 0.50±0.06 0.45±0.03 

Multitask(Source+labeled target data) 0.58±0.02 0.55±0.02 

(Abbasi, et al. 2019) 0.66±0.04 0.61±0.04 

 0.04±0.62 0.02±0.69 روش پیشنهادی
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، LogRegهای مشابه آزمایشات قبلی، روش پیشنهادی با روش

KernelSVM ،XGBoost،Influence Relevance Voting 

(IRV) ،Multitask ،Bypass ،GC  وWave  مورد  4جدول در

نشان داده  4 جدول مقایسه قرار گرفته است. همانگونه که در 

نسبت به   شده است روش پیشنهادی در تنظیمات یکسان 

(Abbasi, et al. 2019) 1% در تنظیمات تعداد داشته است.  بهبود

های ای در مقایسه با روشهای کم، روش کارایی قابل مقایسهداده

LogReg ،IRV ،Multitask ،Bypass  وWeave کسب کرده است 

دقت بالاتری   (Abbasi, et al. 2019)همچنین نسبت به روش 

نتایج به دست آمده بیانگر این امر است که بدست آمده است. 

 BACEی روش با موفقیت دانش ارزشمندی را از مجموعه داده

 انتقال داده است. HIVی به مجموعه داده

 

 

درصد  10های آموزش دیده و بر روی درصد داده 80های مورد مقایسه بر روی . در این آزمایش روشHIVمقایسه روش پیشنهادی با نه روش موفق موجود بر روی مجموعه داده  -4جدول  

 بار تکرار شده و میانگین و انحراف معیار گزارش شده است. 10آزمایش گردیدند. این آزمایش 

Table 4- Comparison of our approach with nine states-of-the-art models on HIV dataset. The comparable models are trained 

with 80% of compounds per each task and are tested on 10% of compounds. 

 هاروش
های آموزشی به ازای هر عداد ترکيبت

 وظيفه

های آزمایش به ازای هر تعداد ترکيب

 وظيفه
ROC-AUC 

Logreg 

32902 4112 

0.70±0.02 

KernelSVM 0.79±0.00 

XGBoost 0.76±0.00 

IRV 0.74±0.00 

Multitask 0.70±0.04 

Bypass 0.69±0.03 

GC 0.76±0.02 

Weave 0.70±0.04 

(Abbasi, et al. 2019) 0.86±0.04 

 0.04±0.87 روش پيشنهادی

(Abbasi, et al. 2019) (-10/+10)20 41107 0.66±0.04 

(Abbasi, et al. 2019) (-1/+1)2 41125 0.61±0.04 

20(10+/10-) روش پيشنهادی  41107 0.69±0.02 

2(1+/1-) روش پيشنهادی  41125 0.62±0.04 

 

 

 کلی گيرینتيجه

 ینیبشیپ یبرامدل  کی یطراح ،ی، هدف اصلمقاله نیدر ا

 یهادر آزمون با تعداد کم داده ییدارو بیترک کی تیفعال

و دخالت دادن پیوند مولکلی بین در دسترس  یخوردهبرچسب

که هر مولکول شامل  گرددیمنظور فرض م نیاست. بدها اتم

 بیترک تیفعال ینیبشیاست که در پ یمحل یرساختارهایز

با توجه به چالش تعداد کم  اما. دارند ییبسزا ریتاث ییدارو

قادر به آموزش  EGCNدر دسترس، شبکه  یآموزش یهاداده

شده است  استفادهچارچوب  کاز ی نینخواهد بود. بنابرا حیصح

مرجع  یآن انتقال دانش از مجموعه داده یکه هدف اصل

هدف است. با توجه  ی( به مجموعه دادهیکمک ی)مجموعه داده

و  نیپروتئ یهاگروه یمرجع و هدف برا یهانوآزم نکهیبه ا

متفاوت انجام شده است، از  یهاعیبا توز یمتفاوت ییدارو باتیترک

دامنه  یهاداده گرفینگاشت توص یبرا یدامنه رقابت قیتطب کی

بهره گرفته  کسانی عیبا توز دیجد یفضا کیمرجع و هدف به 

از  یکسانیه که مجموع گرددیامر موجب م نیشده است. ا

هستند، آموزش  رگذاریهر دو دامنه تاث یهاها که در دادهقطعه

 کیزیوفیه بی دستهااز مجموعه داده ،ی مدلابیارز ی. براندیبب

 بود که قتیحق نیا انگریب شاتیآزما جینتا .دیاستفاده گرد

پیوندهای مولکولی قادر به استخراج  استفاده از بردارهای ویژگی

ها ارهای موثرتری برای انتقال دانش میان مجموعه دادهزیرساخت

  بوده است. 
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Abstract 

In this paper, a new method for the problem of predicting the compound molecule 

properties in the lead optimization step in drug design is presented. In the lead optimization 

step, the amount of available biological data on small molecule compounds is low. In recent 

years, this challenge has been considered and transfer learning and deep learning 

techniques have been used to solve it. For this purpose, similar data sets have been used as 

auxiliary data to learn a reliable model. In this method, compound feature extraction plays 

an essential role in transferring knowledge from similar (auxiliary) data sets to the target 

data set. In this paper, the effect of using Edge weighted Graph Convolutional Network 

(EGCN) is assessed which able to consider the feature vector of the compound bond as well 

as the atom feature vector. To evaluate the method, we have applied the proposed approach 

on BACE and HIV datasets. The obtained results show that the proposed method is able to 

extract more efficient knowledge from similar data sets to transfer to the target data set. 

 Keywords: Edge weighted Graph Convolutional Network, Molecular bonds, Deep 

learning, Transfer learning, Drug Design. 
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